Allele fixation in a dynamic metapopulation: Founder effects vs refuge effects
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1. Introduction

The study of the fixation of novel alleles has known many developments since the beginning of population genetics (Fisher, 1922; Haldane, 1927; Wright, 1931). Fixation probabilities and times to fixation are indeed important factors influencing, among others, the rate of evolution, the genetic load (Whitlock, 2002; Theodorou and Couvet, 2006), and the level of genetic diversity (Vuilleumier et al., 2008). The importance of understanding and characterizing allele fixation is linked to its practical implications: for example, conservation generally tries to restore genetic diversity in small and/or fragmented populations which risk extinction (Gao and Zhang, 2005; Bohme et al., 2007); in public health, maintenance of resistance alleles to drugs is a major problem (Heinemann, 1999; McLean, 1995).

Most natural populations are subdivided into partially isolated demes (Hanski and Gaggiotti, 2004). Following Keymer et al. (2000) we call the spatial structure of a subdivided population the “landscape”; we define it as the number, the size, and the connectivity of subpopulations. The landscape strongly affects how drift and selection act (Barton and Whitlock, 1997; Colas et al., 2002; Roze and Rousset, 2003; Whitlock, 2004). It thus influences allele fixation probability and time. Understanding these influence is of great importance especially today because of intense landscape fragmentation due to human activities; many populations consist now of small demes poorly connected, leading to high local extinction risk (Wilcox and Murphy, 1985; Hanski and Gaggiotti, 2004).

There is an abundant literature about mutant fixation in subdivided populations (see e.g. the review of Charlesworth et al., 2003; Patwa and Wahl, 2008). Many spatial structures have been analyzed, in particular island, stepping-stone, spatially continuous, source–sink, and extinction–recolonization models. For populations of constant size such that migration does not change allele frequencies in the whole population, spatial structure does not affect allele fixation probability. Other spatial structures generally decrease the fixation probability of advantageous mutants.

The landscape described by most of these models is static, or at most only one component of the landscape is varying. First, the number of patches is constant over time. Second, the size of demes is often considered as constant. Many authors analyzed population size variations (one size change, exponential/logistic growth or decline, size fluctuation), but only for one isolated population (see for example Ewens, 1967; Kimura and Ohta, 1974; Otto and Whitlock, 1997; Barton and Whitlock, 1997; Wahl and Gerrish, 2000).
mutants and residents, representing individuals carrying two types, mutants and residents, of two demes or undivided, with population size variations but a constant carrying capacity (Model 2a) and with a variable carrying capacity (Model 2b). Note that Wahl and Gerrish (2001; lizuka, 2001; lizuka et al., 2002; Heffernan and Wahl, 2002; Lambert, 2006). Note that extinction–recolonization models could be considered as models with population size variations since each deme can become extinct. Third, the connectivity of subpopulations via migration is assumed constant over time, except in Whitlock and Barton (1997) and Whitlock (2003).

However, all components of the landscape are dynamic simultaneously in natural populations. For example, external factors can cause variations of connections between demes, to the point where connectivity either falls to its minimum (unconnected demes, e.g. vicariance) or rises to its maximum (fusion of demes, e.g. postglacial secondary contacts) (Young et al., 2002). Climatic variations as well as volcanic events can cause sea level changes resulting in separations and fusions of islands (Cook, 2008). Repeated changes of the water level causing fragmentation and fusion of lakes are known in the Great African Lakes (Owen et al., 1990; Delvaux, 1999; Galis and Metz, 1998; Stiassny and Meyer, 1999). At a different spatiotemporal scale, the number and size of populations can vary because of dispersal and recolonization events (establishment of new colonies and their later fusion) (DeHeer and Kamble, 2008; Vasquez and Silverman, 2008). All aspects of the spatial structure of a population can change because of new ecological interactions, e.g. the emergence or extinction of a predator or parasite (Batzli, 1992). Contemporary fragmentation of habitat due to human action is also always changing the landscape (Davies et al., 2006).

These spatial processes cause, repeatedly, bottlenecks and fragmentation of subpopulations. These two phenomena are well known, but have been studied separately and, most of the time, when occurring only once. Their association and their repetition have no simple outcome regarding allele fixation: bottlenecks and fragmentation are expected to decrease the fixation probability of a beneficial allele (Otto and Whitlock, 1997; Wahl and Gerrish, 2001; Whitlock, 2003), but they can increase or decrease the time to fixation, in particular depending on the effective size of the population (Whitlock, 2003). Moreover, to keep the number of demes of a fragmenting population constant, models generally assume repetitive extinctions. However, the spatial processes listed above do not necessarily lead to repetitive local extinctions. They can also lead, repeatedly, to the fusion of entire subpopulations. To our knowledge, such periodic fusions (repetitive secondary contacts) have not yet been studied regarding allele fixation, except in Jesus et al. (2006).

In this paper, we examine how such dynamic landscapes can alter fixation probability and time to fixation of a mutant allele, with or without selection. We consider three landscape dynamics: a population subject to repetitive bottlenecks (Model 1) and a population subject to the repeated alternation of fragmentation and fusion of demes (Model 2), that is, alternatively divided into two demes or undivided, with population size variations but a constant carrying capacity (Model 2a) and with a variable carrying capacity (Model 2b). Note that Wahl and Gerrish (2001) examined the effects of cyclic bottlenecks in experimental conditions, i.e. regular and severe bottlenecks. In contrast, we take into account the stochasticity of the occurrence of bottlenecks and any intensity of bottlenecks. We derive diffusion approximations based on the assumption of a large population. Depending on the characteristic time scales of the landscape dynamics, our models can mimic each of the spatial processes listed above. Our results constitute a first step in analyzing the rate of evolution, and then speciation, in dynamic landscapes.

2. The models

2.1. Within-deme population dynamics

We use a population genetics haploid model with two types, mutants and residents, representing individuals carrying two different alleles, respectively. This model, referred to as the Moran model or Moran process (Moran, 1962), is embedded into a model of landscape dynamics, specified below. The Moran process is similar to the Wright–Fisher model (Wright, 1931), but in continuous time (overlapping generations). It is a stochastic process which describes a finite population of constant size and based on the following mechanism: during an infinitesimal time \( dt \), a birth or death event can occur or not; if it does, the population at time \( t + dt \) is updated from that of time \( t \) by randomly selecting an individual to reproduce and then, independently, randomly selecting an individual to be removed. Each individual with birth rate \( b \) has a probability \( b dt \) to reproduce during \( dt \).

Each resident reproduces at rate \( b = 1 \) and each mutant at rate \( b = 1 + s \) where \( s \) is its selective advantage (see Table 1 for a summary of the notation). For an undivided isolated population whose allele frequency fluctuates via a Moran process, classical results and approximations are known for the fixation probability and time to fixation and will be used as reference results of unstructured populations in a static landscape (Wright, 1931; Kimura, 1962; Kimura and Ohta, 1969; Ewens, 2004).

2.2. Model 1: Repeated bottlenecks

Model 1 consists of a population which undergoes repeated decreases in population size (Fig. 1). We are mostly interested in bottlenecks, that is, severe reductions in population size. Bottlenecks occur stochastically at exponential rate \( g \). The higher \( g \) is, the more often a bottleneck is likely to occur. The intensity of bottlenecks is characterized by \( d \): during a bottleneck, each individual has a probability \( d \) to die; the number of surviving individuals is thus drawn from a binomial distribution. Note that we assume that the selective advantage of mutants does not convey resistance to bottlenecks: \( d \) is identical for residents and mutants.

Just after a bottleneck, we assume that the population reaches its carrying capacity (size \( N \)) instantaneously. Indeed, an initial

Table 1

<table>
<thead>
<tr>
<th>Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_t ) Overall number of mutants at time ( t )</td>
</tr>
<tr>
<td>( x_0 ) Overall frequency of mutants at time 0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s ) Selective advantage of mutants</td>
</tr>
<tr>
<td>( x_0 ) Initial frequency of mutants</td>
</tr>
<tr>
<td>( g ) Bottleneck rate</td>
</tr>
<tr>
<td>( d ) Intensity of bottlenecks</td>
</tr>
<tr>
<td>( f ) Fragmentation rate</td>
</tr>
<tr>
<td>( c ) Fusion rate</td>
</tr>
<tr>
<td>( p ) “Asymmetry parameter”</td>
</tr>
<tr>
<td>( N ) Carrying capacity at state 1 (undivided)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U ) Fixation probability of a mutant allele</td>
</tr>
<tr>
<td>( T ) Time to fixation of a mutant allele, conditional on its fixation</td>
</tr>
</tbody>
</table>

Fig. 1. Model 1, repeated bottlenecks. Model 1 describes landscape dynamics which consist of repeated bottlenecks. Bottlenecks occur at rate \( g \). Each individual dies with probability \( d \) during a bottleneck. The size of the population is indicated at each step. After each bottleneck, the population reaches its carrying capacity \( N \) via a pure birth process. Between bottlenecks, mutant allele frequencies fluctuate via a Moran process.

Note that Wahl and Gerrish (2001) examined the effects of cyclic bottlenecks in experimental conditions, i.e. regular and severe bottlenecks. In contrast, we take into account the stochasticity of the occurrence of bottlenecks and any intensity of bottlenecks. We derive diffusion approximations based on the assumption of a large population. Depending on the characteristic time scales of the landscape dynamics, our models can mimic each of the spatial processes listed above. Our results constitute a first step in analyzing the rate of evolution, and then speciation, in dynamic landscapes.
population of $N(1 - d)$ individuals will reach its carrying capacity $N$ in about $-\log(1 - d)$ time units, which is much smaller than the characteristic timescale of allele frequency change (about $N$ time units). We model this growth phase using a stochastic pure birth process. Between bottlenecks, the number of mutants, $X_t$, and the mutant allele frequency $x_t$ fluctuates through a Moran process. The evaluation gives the fixation probability $U$ and time to fixation $T$ of a mutant allele (conditional on its fixation) initially at frequency $X_0$ using simulations and diffusion approximations. Note that a bottleneck can lead to population extinction when the bottleneck intensity $d$ is high since the number of surviving individuals is stochastic. Therefore, we evaluate $U$ and $T$ conditional on the persistence of the population until the fixation of either the mutant allele or the resident allele.

Changing values of $g$ and $d$ allows us to model very different spatial and ecological processes. For example, a high value of $g$ ($g > 1$) with a small value of $d$ ($d < 0.2$) simulates frequent weak bottlenecks, which can correspond to periodic oscillations observed in consumer-resource systems (Turchin, 2003). In contrast, a small value of $g$ ($g < 0.01$) with a high value of $d$ ($d > 0.8$) simulate rare but strong bottlenecks: it can correspond to rare and violent climatic events such as severe fires (Malhi et al., 2008).

2.3. Model 2a: Alternations of fragmentation and fusion, constant carrying capacity

Landscape dynamics of Model 2a consist of an oscillation of the population between 1 and 2 demes (Fig. 2): (i) the population consists of one deme of $N$ individuals (state 1), (ii) the population splits into two demes (fragmentation), (iii) both demes reach their ecological equilibrium (size $N/2$), (iv) the population consists of two independent isolated demes (no migration between them) of $N/2$ individuals (state 2), (v) the two demes merge and then form one deme of $N$ individuals (fusion, return to state 1). The fragmentation–fusion dynamics can be interpreted in a second way: the number of demes is always 2, and they are either connected via enough migration to consider the two subpopulations as one (state 1), or they are isolated from each other (no migration, state 2). Note that in both interpretations of the dynamics, no explicit spatial structure is assumed.

Fragmentations and fusions are modeled as stochastic events occurring respectively at exponential rates $f$ and $c$. The higher $f$ (respectively $c$), the more often a fragmentation (respectively fusion) is likely to occur. At a fragmentation event, we assume that each individual has a probability $p$ to be in the “left-hand” deme. The number of individuals in the “left-hand” deme is hence drawn from a binomial distribution. The closer $p$ is to 0.5, the more the two demes are likely to have the same population size just after fragmentation: $p$ thus characterizes the asymmetry of fragmentation and will be referred to as the “asymmetry parameter”.

As in Model 1, between landscape changes (here, fragmentation and fusion events), the number of mutants $X_t$ (and their frequency $x_t$) fluctuates through a Moran process. After a fragmentation, we assume that each deme reaches its ecological equilibrium instantaneously, which we model by using a stochastic pure birth process or pure death process, depending whether the population size is above or under its equilibrium. At state 2, the carrying capacity of each deme is assumed to be $N/2$: the overall carrying capacity is constant equal to $N$ because e.g. no more resources are available after a fragmentation and resources are equally divided between the two demes.

Values of $f$, $c$ and $p$ can be used to model various dynamic processes. For example, landscape changes due to human action (e.g. clear passes) or natural processes (e.g. fires) affect the landscape dynamics (Fig. 2). In contrast, repetitive fusions and fissions of islands due to sea level changes are best simulated with a small value of $g$ and $p$ close to 0.5 ($p - 0.5 < 0.01$). Note that this scenario is relevant when the amount of resources of each island is approximately identical because we assume that the two demes have equal carrying capacities.

2.4. Model 2b: Alternations of fragmentation and fusion, variable carrying capacity

The assumption of a constant overall carrying capacity is not relevant for all dynamic processes we aim to model, e.g. the fragmentation of a population due to the establishment of a new colony. Thus, we suggest a third landscape dynamics model, with carrying capacity variations. This Model 2b (Fig. 3) is analogous to Model 2a except that (i) a fragmentation doubles the population size since each subpopulation carrying capacity is $N$, and that (ii) the overall population size is regulated (divided by 2) just after the two subpopulations merge, using a pure death process. For this model, the population fusion followed by the reduction of its size can be for example interpreted as the movement of one subpopulation into the territory of the other because its own habitat has become unsuitable (e.g. climatic events, arrival of a new predator). The population size is then assumed to be reduced because of increased competition.

2.5. Reference model for a static landscape

Our goal is to understand how repetitive bottlenecks and cycles of alternating fragmentation and fusion affect the fixation probability $U$ and the time to fixation $T$ of a mutant allele, with or without selection. To this end, we compare results with fixation probability and time to fixation in static landscapes (i.e. one population of constant size). Let us recall some classical results in the latter case that we use as a reference case.
Using diffusion approximations for large populations, Kimura (1962) derived an expression for the fixation probability of a weakly advantageous allele in a Wright–Fisher undivided haploid population: \( U(x_0) \approx \frac{1 - e^{-N_0x_0}}{1 - e^{-N_0}} \). As the variance in offspring number per individual is exactly twice as large in the Moran process as in the Wright–Fisher model (Ewens, 2004), for a Moran process, the fixation probability of a weakly advantageous allele is

\[
U(x_0) \approx \frac{1 - e^{-N_s x_0}}{1 - e^{-N_s}}.
\]  

(1)

Kimura and Ohta (1969) established approximations for the mean time to fixation, conditional on fixation, for a Wright–Fisher population. Fixation times in a Moran population can easily be deduced. In the advantageous case, the fixation time can be approximated by

\[
T(x_0) \approx f_1(x_0) + \frac{1 - U(x_0)}{U(x_0)} f_2(x_0)
\]  

(2)

where \( U(x_0) \) is defined by Eq. (1).

\[
f_1(x_0) = \frac{1}{s(1 - e^{-N_0})} \int_{0}^{1} \frac{(e^{N_0 x} - 1)(e^{N_0 x} - e^{N_0})}{x(1 - x)} \, dx
\]

and

\[
f_2(x_0) = \frac{1}{s(1 - e^{-N_0})} \int_{0}^{x_0} \frac{(e^{N_0 x} - 1)(1 - e^{-N_0})}{x(1 - x)} \, dx.
\]

The population effective sizes \( N_e \) given in the next sections are computed using a Moran population as the reference, that is, \( N \) terms should be replaced by \( N_e \) in Eq. (1) and (2) to obtain approximations of the fixation probability and time to fixation respectively.

### 2.6. Numerical methods

To simulate our models, we calculate the time until the next event changing allele frequencies as the expected value of this time which is the inverse of the total rate at which events occur. We then choose which event occurs according to the probability to occur at this time, which is the ratio of favorable rate over total rate. Possible events are those events modifying allele frequencies of the Moran process: the birth of a resident and the death of a mutant (occurring at rate \( X_i^r Y_i^r / (X_i + Y_i) \) where \( X_i^r \) and \( Y_i^r \) are the number of, respectively, mutants and residents in the deme \( i (i = 1, 2) \) at time \( t \), or the birth of a mutant and the death of a resident (at rate \( (1 + s) X_i Y_i^r / (X_i + Y_i^r) \)). Other possible events are bottleneck events (at rate \( g \), only in Model 1), fragmentation of a population (at rate \( f \), only in Model 2 when the landscape is in state 1) and fusion of two subpopulations (at rate \( c \), only in Model 2 when the landscape is in state 2).

The stochastic process used in our three models is simulated similarly; possible events are the birth of a resident (at rate \( Y_i^r \)) or the birth of a mutant (at rate \( (1 + s) X_i^r \)). The stochastic pure death process, used in Model 2, is analogous; residents die at rate \( (1 + s) Y_i^r \) and mutants at rate \( X_i^r \). For the reasons explained above, the duration of pure birth and death processes is not taken into account for the computation of fixation times.

We estimate the fixation probability \( U \) and the time to fixation (conditional on its fixation) \( T \) of a mutant allele initially at frequency \( x_0 \) by replicating each simulation 5,000,000 times for Model 1 and 1,000,000 times for Models 2a and 2b. In Model 1, \( U \) and \( T \) are evaluated conditional on the persistence of the population until fixation of one type (mutant or resident); simulations that lead to population extinction are thus ignored. In Models 2a and 2b, estimations of \( U \) and \( T \) depend on the initial state of the landscape (state 1 or 2). To compute an average value of \( U \) and \( T \), we started a proportion of the simulation replicates in state 2 equal to the ratio \( f/(f + c) \), which is the long-term proportion of time spent in state 2. Note that for Model 2b, because the total population size depends on the state of the landscape and because we start simulations with the same initial mutant frequency \( x_0 \) regardless of the state of the landscape, the initial number of mutants depends on the state of the landscape. The Section 3.2.3 analyzes the results when there is initially one single mutant regardless of the state of the landscape.

We did simulations and numerical integrations using the GNU Scientific Library (The GSL Team, 2007). We plotted the results using R (R Development Core Team, 2008). Error bars give 95% confidence intervals of the estimations of \( U \) and \( T \). Table 1 gives a summary of notation, default values of parameters, and ranges of simulated values of parameters.

## 3. Results

### 3.1. Model 1: Repeated bottlenecks

#### 3.1.1. Diffusion approximation and variance effective size

We use diffusion approximations (Kimura, 1962; Ewens, 2004) to compute the probability of fixation of an advantageous mutant allele in a large population of size \( N \) undergoing repeated bottleneck regimes. For large \( N \), the mutant allele frequency \( x \) makes infinitesimal changes that can be decomposed into \( dx = \delta_x x + \delta x \), where \( \delta x \) is the change due to genetic drift and selection, and \( \delta_x x \) is the change due to bottleneck events. These changes occur at a rate which depends on the current state \( x \) of the mutant frequency. The resulting diffusion approximation is then characterized by its infinitesimal mean \( \Delta x = a(x) = \sigma(x) + \sigma_2(x) \) and its infinitesimal variance \( \sigma(x) = \sigma_1(x) + \sigma_2(x) \), which are the expectations of the infinitesimal changes and of their squares multiplied by their rate of occurrence. A heuristic justification of this fact can be given by the law of total probabilities applied to the different events that can occur at the first event changing allele frequencies (birth/death or bottleneck). We refer the reader to e.g. Karlin and Taylor (1981, Section 15.3) for details.

Let \( U(x_0) \) be the mutant fixation probability \( x_0 \) is the initial mutant allele frequency) and \( T_0(x_0) \) the expected time to fixation on the event of mutant fixation, i.e. \( T_0(x_0) = 0 \) when all mutants are lost. The expected time to fixation conditional on mutant fixation is then \( T(x_0) = T_0(x_0)/U(x_0) \). Diffusion theory then ensures that \( U \) solves the differential equation

\[
\frac{1}{2} \sigma_x^2 \frac{d^2 U}{d x^2} + a_x \frac{d U}{d x} = 0,
\]

with boundary conditions \( U(x_0 = 0) = 0 \) and \( U(x_0 = 1) = 1 \), and that \( T_0 \) solves the differential equation

\[
\frac{1}{2} \sigma_T^2 \frac{d^2 T_0}{d x^2} + a_x \frac{d T_0}{d x} = -U(x_0),
\]

with boundary conditions \( T_0(x_0 = 0) = 0 \) and \( T_0(x_0 = 1) = 0 \). For a population of constant size \( N \) (static landscape), the solutions of these equations are respectively Eq. (1) and (2).

Let us first compute the infinitesimal mean and variance \( (\sigma_1(x) \) and \( \sigma_2(x) \) due to genetic drift and selection. Recall that the birth rate of a resident is 1 and that of a mutant is \( 1 + s \). When the mutant allele frequency equals \( x \), birth–death events occur at total rate \( (2 + s) N x (1 - x) \), and with probability \( (1 + s)/(2 + s) \), \( \delta x = -1/N \), whereas with probability \( 1/(2 + s) \), \( \delta x = -1/N \). Then

\[
E [\delta x] = \frac{s}{N(2 + s)} \quad \text{and} \quad E [(\delta x)^2] = \frac{1}{N^2}.
\]

Multiplying by the total rate, we get

\[
\sigma_1(x) = s x (1 - x) \quad \text{and} \quad \sigma_2(x) = \frac{(2 + s)x(1 - x)}{N}.
\]
The computation is more technical for bottlenecks. Recall that bottlenecks occur at rate \( g \), and that each individual independently survives the bottleneck with probability \( 1 - d \). Given the numbers \( N \) of mutants and \( N(1 - x) \) of residents, the numbers \( Z_m \) of mutant survivors and \( Z_r \) of resident survivors are independent binomial variables with probability \( 1 - d \) and respective parameters \( N \) and \( N(1 - x) \). By the central limit theorem, one can write

\[
Z_m \approx N(1 - d) + \sqrt{N} W_m \quad \text{and} \quad Z_r \approx N(1 - x)(1 - d) + \sqrt{N} W_r,
\]

where \( W_m \) and \( W_r \) are two independent centered normal variables with variance \( d(1 - d) \). Assuming that growth phases following a bottleneck event do not change allele frequencies significantly, the frequency change \( \delta x \) due to the bottleneck event can then be written as

\[
\delta x = \frac{Z_m}{Z_m + Z_r} - x \approx \frac{(1 - x)\sqrt{N} W_m - x\sqrt{N(1 - x)} W_r}{N(1 - d) + \sqrt{N} W_m + \sqrt{N(1 - x)} W_r} \approx \frac{(1 - x)\sqrt{N} W_m - x\sqrt{(1 - x)} W_r}{\sqrt{N}(1 - d)}.
\]

Then

\[
E[\delta x] \approx 0 \quad \text{and} \quad E[(\delta x)^2] \approx \frac{x(1 - x)d}{N(1 - d)}.
\]

Multiplying by the total rate \( g \) yields \( (\delta_2 \text{ and } \sigma_1) \), then recalling the values of \( a_1 \) and \( \sigma_1 \), we get

\[
\alpha(x) = sx(1 - x) \quad \text{and} \quad \sigma(x) = \frac{x(1 - x)}{N} \left[ (2 + s) + \frac{gd}{1 - d} \right].
\]

Then solving Eqs. (3) and (4) assuming weak selection, \( i.e. \) \( s \) is negligible compared to 1, we get the same expressions for \( U \) and \( T \) as those in a static landscape, Eq. (1) and (2) respectively, but where all \( N \) terms are replaced by the variance effective population size defined by

\[
N_e^c = \frac{N}{1 + \frac{gd}{2(1 - d)}}.	ag{5}
\]

Another way of presenting our results is to consider the bottleneck phase as a (rescaled) time period during which the population undergoes pure drift and no selection. Indeed, the infinitesimal variance \( \sigma(x) \) was expressed as the sum of the infinitesimal variance \( \sigma_1(x) = 2x(1 - x)/N \) due to genetic drift (assuming weak selection), and of the infinitesimal variance \( \sigma_2(x) = gdx(1 - x)/(1 - d)N \) due to allele frequency change during bottlenecks. Then one can conclude that the effect of bottlenecks can be compared to that of genetic drift accelerated by a factor \( gd / (1 - d) \). Put another way, the expected effects of bottlenecks in \( t = 1/g \) time units \( (i.e. \) on average one bottleneck) are equal to those of pure genetic drift in \( t' = d/(1 - d) \) time units during which selection would be relaxed.

3.1.2. Coalescent effective size

Let us now compute a coalescent effective population size. Relying on Sano et al. (2004), we define the coalescent effective size \( N_e^c \), as the expected coalescence time of a uniformly sampled pair of genes under neutrality \( (\text{there is a factor 2 because we use a Moran population as the reference; see Section 2.6)} \). In a population of constant size \( N \) where allele frequencies fluctuate via a Moran process with birth rate 1, the coalescence rate of two genes is \( 2/N \). Then the expected time of the coalescence time is \( N/2 \), thereby explaining the definition of \( N_e^c \).

In Model 1, two genes coalesce either during the Moran process, \( i.e. \) between bottlenecks, or during the growth phase following each population size reduction. Between bottlenecks, the population is of constant size \( N \), so that the coalescence rate of two genes is \( 2/N \). Let us now compute the probability of coalescence during the growth phase. For a population growing from size \( N_0 \) to size \( N_1 (N_1 \geq N_0) \), let \( k_i \) be the number of descendants \( (i.e. \) in the population of size \( N_1 \) of each individual \( i \) \( (i.e. \) in the population of size \( N_0 \)). Two genes sampled at random among \( N_i \) have coalesced during this growth phase with probability

\[
\sum_{i=1}^{N_0} \frac{k_i(k_i - 1)}{N_i^2}.
\]

Because the variance of the number of descendants is small for a pure birth process, we can replace \( k_i \) with its expectation \( N_1/N_0 \). We can then write that two genes coalesce with probability

\[
\frac{1}{N_0} \frac{1}{N_1} \frac{1}{N}.
\]

In Model 1, the expected size of the population at a bottleneck event is \( N_0 = N(1 - d) \), and after the growth phase, the population size is \( N_1 = N \). As bottlenecks occur at rate \( g \), two genes coalesce during growth phases following bottlenecks at a rate of

\[
g \left( \frac{1}{N(1 - d)} - \frac{1}{N} \right).
\]

Then solving Eqs. (3) and (4) assuming weak selection, \( i.e. \) \( s \) is negligible compared to 1, we get the same expressions for \( U \) and \( T \) as those in a static landscape, Eq. (1) and (2) respectively, but where all \( N \) terms are replaced by the variance effective population size defined by

\[
N_e^c = \frac{N}{1 + \frac{gd}{2(1 - d)}}.	ag{6}
\]

Using this coalescent effective size or the variance effective size Eq. (5) thus leads to the same approximation for \( U \) and \( T \).

3.1.3. Comparison with harmonic mean and simulations

We can compare the previous variance/coalescent effective size to the harmonic mean effective size. Textbooks (see e.g. Wright, 1938; Kimura, 1970; Gillespie, 2004) indeed suggest that when a population is subject to rapid size variations, the harmonic mean effective size \( N_e^h \) is applicable. Let us compute it. Between bottlenecks, population size equals \( N/1 \) for \( 1/g \) time units on average. At the time of a bottleneck, the population size shrinks instantaneously from size \( N \) to expected size \( N(1 - d) \). The population then exponentially grows to size \( N \). Assuming that each individual gives birth at rate 1, the growth phase lasts \( -\log(1 - d) \) time units. Then we get

\[
N_e^h \approx \frac{1/g - \log(1 - d)}{\int_0^{1/g - \log(1 - d) / N(1 - d)} \frac{1}{1 - d} \, dt} \approx \frac{N(1 - g \log(1 - d))}{1 + \frac{gd}{2(1 - d)}}.	ag{7}
\]

Note that when \( g \) and/or \( d \) vanish (no bottleneck), all effective population sizes we have computed (Eqs. (5)–(7)) reduce to that in a static landscape, i.e. \( N_e^c = N_e^h = N_e^h = N \).

Fig. 4 shows that repeated bottlenecks decrease the fixation probability \( U \) of an advantageous mutant allele, compared to a static landscape: \( U \) decreases when the intensity of bottlenecks \( d \) increases and when bottlenecks are more frequent \( (\text{higher bottleneck rate } g) \). A bottleneck is indeed very similar to a founder event: it is a sampling event of a few individuals of the population. Thus, as we consider alleles that do not confer resistance to bottlenecks, bottlenecks generate additional genetic drift counteracting the effect of selection with an efficiency which increases with the intensity of bottlenecks \( d \) and with...
their frequency \(g\). Moreover, increasing \(g\) decreases the expected duration between the emergence of a mutant and the first bottleneck event. Otto and Whitlock (1997) showed that the closer in time to a bottleneck event a mutant appears, the more its fixation probability is reduced. This effect is added to the accumulation of drift due to bottlenecks to reduce \(U\).

Regarding the estimation of the fixation probability, Fig. 4 shows that neither the variance/coalescent effective size (Eq. (5)) nor the harmonic mean effective size (Eq. (7)) is better than the other for all bottleneck intensities and frequencies. For rare bottlenecks (\(g = 0.001\)), all approximations give almost identical results. The variance/coalescent effective size does better for weak bottlenecks (\(d < 0.7\)) than for strong bottlenecks. The derivation of the variance effective size \(N_f^v\) (Eq. (5)) allows one to understand why: for strong bottlenecks, the assumption of small frequency variations which is necessary for a diffusion approximation to hold would not be satisfied. In particular, the expected number of survival individuals, \(N(1 - d)\), can be very small, so that mutant frequency may jump from any frequency to 0 in one generation (if all mutants die during the bottleneck). This might explain why this approximation overestimates \(U\) for strong bottlenecks. Nevertheless, the variance/coalescent effective size does better than the harmonic mean effective size for frequent and weak bottlenecks (\(d < 0.7\) and \(g = 0.1\)). The harmonic mean effective size \(N_f^h\) seems to be the most robust approximation in the sense that its fit with simulations is overall acceptable regardless of parameter values.

Fig. 5 shows that repeated bottlenecks decrease the time to fixation of an advantageous mutant allele compared to a static landscape (Eq. (2)) and that \(T\) decreases with the intensity \(d\) and/or the rate of bottlenecks \(g\). This is due to the fact that each time a bottleneck occurs, it generates additional drift that counteracts selection, in disfavor of the mutant (regarding its fixation probability). In contrast, conditional upon fixation, drift acts in favor of the allele to fix, so that the cumulative action of drift generated by bottlenecks can strongly reduce \(T\) for the range of parameter values explored in Fig. 5. \(T\) can be divided by 10 compared to a population of constant size (static landscape).

Fig. 5 shows that both the variance/coalescent and harmonic mean effective sizes overestimate \(T\). Sudden jumps from any frequency to 1 are possible in simulations and may explain why

\[ N_f^v \] overestimates \(T\). Interestingly, none of the effective sizes can give an accurate prediction for both the fixation probability and the time to fixation.

### 3.2. Model 2: Alternation of fragmentations and fusions

Defining \(U(x)\) as the fixation probability of mutants in frequency \(x\) appearing when the landscape is in state 1 and \(U(x, y)\) as the fixation probability of mutants appearing in state 2 in frequency \(x\) in one deme and \(y\) in the other deme, it is possible to apply a similar method as the one used in the case of Model 1 to derive an expression for the variance effective size. This method did not prove as fruitful for Models 2a and 2b, as it leads to a set of two integro–partial differential equations that we were unable to solve analytically. However, we have derived a coalescent effective size. We will see that it is usable only to predict times to fixation. Thus, for Models 2a and 2b, we explored with simulations a large range of values of all parameters (see Table 1).

#### 3.2.1. Coalescent effective size

We can derive for Models 2a and 2b a coalescent effective size of the population, \(N_f^c\), defined as the expected coalescence time of a uniformly sampled pair of genes under neutrality. Two randomly sampled genes can be either (i) in the same population when the landscape is in state 1 ("state 1 genes"), or (ii) in the same subpopulation when the landscape is in state 2 ("state 2 genes"), or (iii) in different subpopulations when the landscape is in state 2 ("state 2 genes").

Fig. 6 indicates the backward rates of transition between each configuration of sampled genes and the coalescence rates. First, consider a pair of state 1 genes. They can coalesce during the Moran process: as they are in a population of constant size \(N\), coalescence occurs at rate \(2/N\). If they do not coalesce, they were previously state 2 or \(2'\) genes. Forwards in time, fragmentation occurs at rate \(f\); backwards in time, the transition from state 1 genes to state 2 or \(2'\) genes thus also occurs at rate \(f\). As at the time of fragmentation each gene is independently segregated between the two demes, state 2 and \(2'\) genes are equiprobable. Therefore, both transition from state 1 genes to state 2 and \(2'\) genes occur at rate \(f/2\). Second, consider a pair of state 2 genes. They are in a population of constant size \(N/\alpha\) (\(\alpha = 2\) for Model 2a, \(\alpha = 1\) for Model 2b). They can coalesce during the Moran process, which
Therefore, for Model 2a, probability. In that case, and state 2 genes are in each of these two demes with the same size that occurs during the birth process. Its expression differs between Model 2a coalescence time of a pair of state 1 genes. As fusion occurs at rate $p_1$, one deme grows from expected size $N_0 = Np$ to size $N_1 = N/2$, whereas the size of the other deme decreases. State 2' genes were thus previously necessarily state 1 genes. As fusion occurs at rate $c$, this transition occurs at rate $c$. Knowing these coalescence rates and rates of transition between each state, we can write $\tau_i$ defined as the expected coalescence time of a pair of state $i$ genes $(i = 1, 2, 2')$. Each $\tau_i$ equals the sum of the expected time to the first event, plus, because this first event is not necessarily a coalescence event, the expected coalescence time $\tau_{ij}$ of state $j \neq i$ genes weighted by the probability that the first event is a transition from state $i$ to state $j$ genes. Then

$$\tau_1 = \frac{1}{f + 2/N} + \frac{f/2}{f + 2/N} \tau_2 + \frac{f/2}{f + 2/N} \tau_{2'}$$

$$\tau_2 = \frac{1}{c} + \frac{c}{2a/N} \tau_1$$

$$\tau_{2'} = \frac{c}{2a/N}$$

Let us now compute $\gamma$, the probability that two genes coalesce during the birth process. Its expression differs between Model 2a and 2b. We have shown in Section 3.1.2 that the coalescence rate of two genes in a population growing from size $N_0$ to size $N_1$ is roughly $1/N_0 - 1/N_1$. In Model 2a, if the fragmentation is such that $p \leq 1 - p$, one deme grows from expected size $N_0 = Np$ to size $N_1 = N/2$, whereas the size of the other deme decreases. A pair of state 2 genes is in the growing deme with probability 1/2 and in the shrinking deme with probability 1/2. Therefore, if $p \leq 1 - p$, $\gamma = (1/2)[1/(Np) - 1/(N/2)]$. Similarly, if $p \geq 1 - p$, one deme grows from expected size $N(1 - p)$ to size $N/2$, the size of the other deme decreases, and state 2 genes are in each of these two demes with the same probability. In that case, $\gamma = (1/2)[1/(N(1 - p)) - 1/(N/2)].$ Therefore, for Model 2a,

$$\gamma = \frac{1 - 2p}{2N \min(p, 1 - p)}.$$  

In Model 2b, after a fragmentation the sizes of both demes increase: one deme grows from size $Np$ to size $N$, the other from size $N(1 - p)$ to size $N$. As a pair of state 2 genes is in each of these demes with equal probability, the probability that they coalesce during the birth process is

$$\gamma = \frac{1}{2Np} \frac{1 - 1}{N} + \frac{1}{2N} \frac{1}{N(1 - p)} - \frac{1}{N}$$

$$= \frac{1 - 2p(1 - p)}{2Np(1 - p)}.$$  

In a constantly undivided population of constant size $N_0$, two uniformly sampled genes would always be state 1 genes, with an expected coalescence time $\tau_1 = N_0/2$. Consequently, solving Eq. (8) gives the effective coalescent size for Models 2a and 2b

$$N_0^e = \frac{2N(f + c) + 2af/c + 4\alpha}{2c + af + fc}$$

where $\alpha = 2$ and $\gamma$ is defined by Eq. (9) for Model 2a, and where $\alpha = 1$ and $\gamma$ is defined by Eq. (10) for Model 2b. Replacing $N$ by this expression of $N_0^e$ into Eq. (1) and (2) should give an approximation of, respectively, the fixation probability $U$ and time to fixation $T$ of an advantageous allele. Let us first analyze the results obtained using simulations, and then compare the approximations of $U$ and $T$ obtained using $N_0^e$ to simulations.

### 3.2.2. Fixation probability of advantageous alleles

To provide some intuition on the allele dynamics in fragmentation–fusion models, Fig. 7 shows a typical time series from simulation runs with an extreme value of the asymmetry parameter ($p = 0.99$). Asymmetrical fragmentations can strongly affect allele frequencies: one newly formed deme is large (its size is close to that of the undivided population), so that just after fragmentation the mutant allele frequency in this deme is close to the overall mutant frequency just before fragmentation. The other deme is small, allowing a founder effect, as after a bottleneck in Model 1. As a result, the more asymmetrical the fragmentation, the stronger the founder effect, the more the mutant frequency in the whole population is likely to change strongly after a fragmentation, as illustrated in Fig. 7.

The fragmentation rate $f$ scales the expected time spent between fusion and fragmentation: increasing $f$ increases the frequency of fragmentation, which increases the cumulative number of possible founder events whose intensity is determined by $p$. Using our results of Model 1, we can formulate expectations based on the hypothesis that the founder effect is the principal factor in the allele dynamics. Since in Model 1 the bottleneck rate $g$ sets the cumulative number of founder events due to bottlenecks and if their intensity, we should observe the same effects of $f$ and $p$ on fixation probability in Models 2a and 2b as the effects of $g$.
and d respectively in Model 1. Moreover, increasing the fusion rate c increases the frequency of fusions, and thus increases the frequency of fragmentation (if a fusion occurs earlier, the following fragmentation occurs earlier). Consequently, we expect that c alters fixation probabilities in the same way as f does.

As this reasoning predicts, in the advantageous case, compared to a static landscape the mutant fixation probability U decreases with the asymmetry of fragmentations p (Fig. 8) and/or with the fragmentation rate f (Fig. 9) and/or with the fusion rate c (Fig. 10). The reference model is the same for Models 2a and 2b (static landscape, Eq. (1)). However, in Model 2b the overall population size fluctuates between N (state 1) and 2N (state 2). The population size used in Eq. (1) for Model 2b is thus the harmonic mean of overall carrying capacities (Gillespie 2004), (f + c)/(c/N + f/2N), which is greater than N (i.e. the carrying capacity of the population in Model 2a at any time). As a result, U is higher in Model 2b than in Model 2a (Figs. 8–10). However, the effect of the landscape dynamics relative to a static landscape is identical in both models: U is reduced when the landscape dynamics are fast enough and fragmentations are asymmetrical enough.

We could use the coalescent effective size N_c (Eq. (11)) to predict U. When f tends to zero, i.e. when the landscape tends to be most of the time in state 1, N_c tends to N. This is consistent with results of Fig. 9: for small values of f, the fixation probability of mutants tends to be identical to that of a static landscape. However, when c tends to zero, i.e. when the landscape tends to be most of the time in state 2, N_c tends to infinity. It means that fixation tends to become impossible when c decreases. But as long as c is not zero, fixation is nevertheless possible. N_c should thus tend to the effective size of a population in a static landscape, as simulations of Fig. 10 show it. Therefore, for small values of c, using the coalescent effective size N_c does not make sense to predict U.

3.2.3. State-dependent fixation probability of advantageous alleles

Figs. 8–10 give the fixation probabilities of mutants arising in state 1 or 2 averaged over the relative duration of state 1 and 2 (see Section 2.6). However, the fate of one particular mutant depends on the state of the landscape when it appears.

Fig. 11 shows that for Model 2b, a mutant is more likely to be fixed if it appears in state 1 ("state 1 mutant") than in state 2 ("state 2 mutant"). This is principally because we consider here only one initial mutant; the initial overall frequency of mutants arising in state 1 is thus twice that of those arising in state 2. Fig. 11 shows that for Model 2a without founder events (p close to 0.5), the mutant fixation probability is independent of the state of the landscape when the mutant arises. In Model 2a, only fragmentations may alter the fixation probability of an advantageous mutant; fusion events have no effect on fixation probabilities relative to a static landscape (more frequent founder effects generating additional drift). Parameter values: N = 100; s0 = 0.01; s = 0.01; c = 0.1.

As this reasoning predicts, in the advantageous case, compared to a static landscape the mutant fixation probability U decreases with the asymmetry of fragmentations p (Fig. 8) and/or with the fragmentation rate f (Fig. 9) and/or with the fusion rate c (Fig. 10). The reference model is the same for Models 2a and 2b (static landscape, Eq. (1)). However, in Model 2b the overall population size fluctuates between N (state 1) and 2N (state 2). The population size used in Eq. (1) for Model 2b is thus the harmonic mean of overall carrying capacities (Gillespie 2004), (f + c)/(c/N + f/2N), which is greater than N (i.e. the carrying capacity of the population in Model 2a at any time). As a result, U is higher in Model 2b than in Model 2a (Figs. 8–10). However, the effect of the landscape dynamics relative to a static landscape is identical in both models: U is reduced when the landscape dynamics are fast enough and fragmentations are asymmetrical enough.

We could use the coalescent effective size N_c (Eq. (11)) to predict U. When f tends to zero, i.e. when the landscape tends to be most of the time in state 1, N_c tends to N. This is consistent with results of Fig. 9: for small values of f, the fixation probability of mutants tends to be identical to that of a static landscape. However, when c tends to zero, i.e. when the landscape tends to be most of the time in state 2, N_c tends to infinity. It means that fixation tends to become impossible when c decreases. But as long as c is not zero, fixation is nevertheless possible. N_c should thus tend to the effective size of a population in a static landscape, as simulations of Fig. 10 show it. Therefore, for small values of c, using the coalescent effective size N_c does not make sense to predict U.
which explains why its fixation probability is smaller. Moreover, taking into account only the first fragmentation event is enough to understand this result because each fragmentation–fusion cycle reinforces the effect of the first cycle.

### 3.2.4. Time to fixation of advantageous alleles

We measure fixation time $T$ as the mean time to fixation, conditional on the fixation of mutants. Fixation times can either be strongly decreased or increased compared to the case of a static landscape, depending on the relative strength of founder effects and so-called "refuge effects." We use the term "refuge" (Fig. 7) to refer to the situation in which the mutant is fixed in one deme while the resident is fixed in the other deme (and the landscape is necessarily in state 2). Allele frequencies then cannot change until the next fusion; neither mutants nor residents can invade or become extinct. Therefore, the effect of a refuge is to delay fixation. We quantify this "refuge effect" by the length of the time spent in refuges. The fixation rate $c$ affects the intensity of refuge effects since it scales the waiting time until the next fusion. Besides, the asymmetry parameter $p$ can alter refuge effects: the more symmetrical a fragmentation, the more the small deme formed by fragmentation is likely to be monomorph, so that "half" a refuge is created by fragmentation, as it happens in the simulation showed in Fig. 7.

For Model 2a, when fragmentations are symmetrical, fragmentations do not generate founder effects, so that only refuge effects affect the mutant fixation time $T$. Results of simulations in Fig. 12 (with $p = 0.5$) indeed show that in this case, the fusion rate $c$ strongly influences $T$. For a small fusion rate ($c < 0.05$), the time between fragmentation and fusion is long, so that if a refuge appears, the associated refuge effect can be strong. $T$ is then strongly increased: $T$ can be more than 10 times longer than in a static landscape. In contrast, with a high fusion rate ($c > 0.05$), refuge effects are negligible. In this case, even if refuges are formed, the time until the next fusion is short and does not significantly delay fixation. Fixation times then approximately equal those in a static landscape (Eq. (2)).

In the case of asymmetrical fragmentation, fragmentations generate founder effects which accelerate fixation because of additional drift they induce, as do bottlenecks in Model 1. However, they can also increase the strength of refuge effects because founder events facilitate the formation of refuges. Fig. 12 suggests that there is a phase transition in parameter $c$. For small fusion rates ($c < 0.05$), refuge effects are so strong that the acceleration of fixation due to founder effects is not significant. Fixation times are then very long, identical to those in the case of symmetrical fragmentation. For high fusion rates ($c > 0.05$), refuge effects are negligible and founder effects speed up fixation which then becomes faster than in a static landscape. Even if asymmetrical fragmentations facilitate the formation of refuges, the time spent in refuges is short and does not significantly delay fixation.

For Model 2b (Fig. 13), fixation times $T$ are similar to those of Model 2a except that the mean overall population size is greater than $N$, so that $T$ is higher in Model 2b than in Model 2a. However, relative to a static landscape, $T$ is almost identical for both models (in Model 2b, for a high fusion rate $c$, even with symmetrical fragmentation, $T$ is slightly smaller than in a static landscape due to the pure death process following fusions).

Figs. 12 and 13 show that the coalescent effective population size $N_c$ we have derived (Eq. (11)) is accurate to predict times to fixation under weak founder effects or weak refuge effects. When founder effects are strong, $N_c$ tends to underestimate them; when refuge effects are strong, $N_c$ predicts their existence, but significantly underestimates their intensity. Simplifying the expression of $N_c$ highlights both founder effects and refuge effects, and under which landscape dynamics parameters they take place. Let us write the most noteworthy. First, consider that the landscape dynamics is fast enough so that refuge effects are small ($c \gg 1/N$,


**Fig. 13.** Model 2b, fixation time $T$ of an advantageous mutant allele vs fusion rate $c$. Results of this figure (Model 2b) are analogous to those of Fig. 12 (Model 2a). The only difference is that the fixation time $T$ decreases with the fusion rate $c$ also due to the fact that the mean overall population size decreases with $c$. Parameter values: $N = 100; x_0 = 0.01; s = 0.01; f = 0.5$.

and $f/c \sim 1$ or $f/c < 1$) and that fragmentations are symmetrical ($p \approx 1/2$). Then, for Model 2a, $N^c_e$ approximately equals $N$. For Model 2b, $N^c_e$ is slightly less than the harmonic mean size of the population (i.e., the size of the reference population in a static landscape):

$$N^c_e \approx \frac{f + c}{c/N + f/(2N) + fc/(4N)}.$$

The term $fc/(4N)$ corresponds to the effect of population size variations that occurs in Model 2b even when fragmentations are symmetrical (Fig. 3). It explains the discrepancy between the expected time to fixation in a static landscape and these for Model 2b with symmetrical fragmentation (Fig. 13).

Still assuming weak refuge effects, when fragmentations are not symmetrical, compared to a static landscape, we obtain an effective size decreased by a term $fc\gamma/4$ for Models 2a and 2b:

$$N^c_e \approx \frac{f + c}{c/N + af/(2N) + fc\gamma/4}.$$

In contrast, when refuges can take place ($c < 1/N$) and last a long time compared to duration of the state 1 of the landscape ($f/c \gg 1$), $N^c_e$ is strongly increased compared to a static landscape and is independent of the asymmetry parameter $p$:

$$N^c_e \approx \frac{2N}{\alpha} \left[ 1 + \alpha/(NC) \right] \left[ 1 + 4/(fN) \right].$$

$\alpha = N_2$ is the size of the population when the landscape is in state 2 (which is the predominating state when refuges last a long time) and the term multiplying it is higher than 1 under the assumption we have made here. This term corresponds to the intensity of refuge effects.

It is interesting to note that the coalescent effective size cannot satisfactorily describe the fixation probability of an advantageous mutant in Models 2a and 2b, but that it gives a faithful prediction of (at least) the variations of the time to fixation with the parameters describing the spatial structure of the population.

### 3.3. Fixation probability and time to fixation of neutral and deleterious alleles

In the neutral case, as expected, mutation fixation probability is not altered by landscape dynamics of our three models (data not shown). After some time, all individuals of the population have indeed the same ancestor from the initial population. Given the spatial structure we assume in our models, all individuals of the initial population — neutral mutants and residents — are interchangeable. In particular, in Model 2 when the population is

subdivided into two demes, the two demes are interchangeable. As a result, all individuals of the initial population have the same probability to be the future common ancestor of the population. Thus, the fixation probability of neutral mutants equals their initial frequency. Moreover, additional genetic drift due to founder effects speeds up the fixation of a mutant allele, even neutral, and refuges defined in Model 2 can be created in the neutral case also, delaying fixation. Consequently, the time to fixation of a neutral allele behaves qualitatively like an advantageous allele (data not shown).

We have built our three models such that advantageous and deleterious cases should be symmetrical because only the relative difference $s$ in birth rates between mutants and residents matters. A Moran process with an advantageous mutant birth rate $1 + s$ and a resident birth rate $1$ is identical to a Moran process with a deleterious mutant birth rate $1$ and a resident birth rate $1 + s$; reversing mutant and resident roles allows one to look at the deleterious case instead of the advantageous case. However an asymmetry due to the mutant initial frequency remains: an advantageous mutant with initial frequency $x_0$ is symmetrical to a deleterious mutant with initial frequency $1 - x_0$. However, we are of course interested in results with an initial deleterious mutant frequency $x_0$. We thus checked with simulations that this asymmetry does not significantly alter the expected results (data not shown): for our three models in the parameters values where the advantageous mutant fixation probability is lower than in a static landscape, the deleterious mutant fixation probability is higher. Moreover (and as expected), times to fixation of deleterious alleles are qualitatively similar to those of advantageous and neutral cases (data not shown), for all landscape dynamics we examined.

### 3.4. Comparison between Moran and Wright–Fisher processes

We obtained all results presented above using a Moran process for population dynamics. We did the same analyses for the more classical Wright–Fisher model (Wright, 1931). For the landscape dynamics we studied, results are qualitatively identical, for both fixation probability and time to fixation (data not shown). Fixation probabilities of advantageous (respectively deleterious) alleles are higher (respectively smaller) since for a same census population size, the effective size of a Wright–Fisher population is twice as high as that of a Moran population. For the same reason, fixation times are longer.

### 4. Discussion

We have proposed three models for understanding how dynamic landscapes influence the fixation probability and the time to fixation of a mutant allele. We have shown that compared to a static landscape (undivided population of constant size), in the case of repeated bottlenecks (Model 1), a succession of founder events decreases the fixation probability of an advantageous mutation, but accelerates its fixation (conditional on fixation). These effects are stronger when the landscape dynamics are faster. Also in the case of the repeated alternation of fragmentation and fusion of demes (Models 2a and 2b) founder events decrease the fixation probability of an advantageous mutation and accelerate fixation. However, the coexistence of two temporarily disconnected demes (state 2) generates a “refuge effect” which can strongly delay fixation. If population fusions are rare, refuge effects are the principal factor determining fixation times which are longer than in a static landscape. In contrast, if fusions are frequent, founder effects are the principal factor and fixation times are then shorter than in a static landscape. Note that founder effects are only observed in the case of asymmetrical fragmentation.

We have derived for Model 1 a variance (Eq. (5)), a coalescent (Eq. (6)) and a harmonic mean (Eq. (7)) effective size. The variance and coalescent effective sizes lead to the same approximation.
None of the effective sizes can give an accurate prediction for both the fixation probability and the time to fixation of an advantageous mutant. We have also shown that none of them does better than the others for all bottleneck intensities and frequencies (Figs. 4 and 5). The harmonic mean effective size nevertheless appears to be the most robust. For Models 2a and 2b, we have derived a coalescent effective size (Eq. (11)) which fairly predicts time to fixation under weak founder effects or weak refuge effects (Figs. 12 and 13). Depending on the characteristics of the landscape dynamics, this effective size is decreased or increased compared to that of a static landscape. Because refuge effects strongly increase time to fixation but do not affect fixation probability, there cannot exist one single effective population size which can describe both fixation probability and time to fixation for spatially structured populations subject to landscape dynamics generating refuges.

Otto and Whitlock (1997) studied the effect of a single bottleneck on the fixation probability of a beneficial mutation. Later, Wahl and Gerrish (2001) and Heffernan and Wahl (2002) analyzed bottlenecks occurring cyclically with an extreme regularity. In spite of the differences with our Model 1, our results are qualitatively similar to theirs. The occurrence of bottlenecks at stochastic times appears to weakly alter fixation compared to regular bottlenecks. However, an additional feature of our work is that the variance effective size we derived (Eq. (5)) takes into account the variance of allele frequencies between bottlenecks (i.e., during Moran processes). Our approximation may thus be used also for weak reduction of population size, when an advantageous mutant is more likely to be lost between bottlenecks than because of a bottleneck.

Extinction–recolonization models (Slatkin, 1977; Barton, 1993; Whitlock, 2003) can be compared to Models 2a and 2b of repetitive fragmentations and fusions. They are island models with a large number of demes. In each generation, extinction of one colony occurs with probability e, and a number k of individuals recolonize instantaneously the extinct colony (allowing a founder event if k is small). Both extinction–recolonization models and our Models 2a and 2b allow one to model fragmenting populations where the number of occupied patches varies and the overall population size is nevertheless limited. However, they assume different mechanisms that result in a fluctuation of the number of patches: extinctions for the first case, secondary contacts (with, in Model 2b, competition following fusion, modeled by the pure death process) for the second case. Therefore, geographical and biological processes that can be modeled with these models are quite different. In extinction–recolonization models, excluding the case of extinction of small demes due to stochastic demographic fluctuations, extinctions implicitly assume dramatic and sudden events (such as violent climatic events), with immediate recolonization. All alleles in a deme which goes extinct are necessarily lost. In contrast, in our models, population size reductions are less dramatic events: we assume a complete fusion of demes, so that all alleles compete with each other and can survive after the population size reduction. It thus corresponds rather to the movement or expansion of a subpopulation to the place where another is already established, thereby increasing competition. In spite of these differences, our conclusions on fixation probability are qualitatively similar to the results of extinction–recolonization models (reduction of the fixation probability compared to an unidivided population). In contrast, fixation times can be drastically higher in Models 2a and 2b (Figs. 12 and 13) than in extinction–recolonization models for which the diffusion approximation in a static landscape (Eq. (2)) gives good predictions (Whitlock, 2003). The reason is that the dynamics we assume allow the creation of refuges. Consequently, alleles can be retained for a long time without risking a disappearance, and then be reintroduced in the total population. Hence, geographical and biological processes that can be modeled with our models should probably allow one to keep a higher global diversity than those that are modeled with extinction–recolonization models.

Our three models of landscape dynamics assume (sub-)population size variations. Our results of Model 2a and 2b about the mean mutant fixation probability U (Figs. 8–10) show that the effect of these variations can be considered as analogue to repetitive founder events. However, when considering the state of the landscape when a mutant appears, a more accurate analysis is possible. Otto and Whitlock (1997) analyzed fixation probability in populations of changing size. They showed that the fate of a mutation strongly depends on the direction of variation of population size (increase or decrease) when the mutation occurs. Our results on state-dependent fixation probability for Model 2a and 2b with successive population increases and decreases confirm that the closer in time to a population size variation a mutant arises, the more its fixation probability is altered.

Our question was to understand how dynamic landscapes alter mutant fixation. One main modification is that founder effects and refuge effects are repetitive and cumulative. These effects can exist in static landscapes, but can occur only once. Landscape dynamics thus strengthen alterations of fixation probabilities and times to fixation. This is particularly true for times to fixation which can be increased by a factor of more than 10 (Figs. 12 and 13). This stresses the importance of considering the isolation of some population and their fusion after a possibly long time. Depending on the characteristics of the dynamics, fixation can be disfavored or unaffected, delayed or accelerated. Therefore, one needs to describe the whole dynamics of the landscape, and to specify characteristic time scales. Fast dynamics are appropriate to model ecological processes such as dispersal and recolonization events (establishment of new colonies and their later fusion (DeHeer and Kamble, 2008; Vasquez and Silverman, 2008)) because of their expansion or because one habitat becomes unsuitable, or to model geographical processes such as changes in the fragmentation of habitat due to human action (Davies et al., 2006). In that case, beneficial mutations have “one small chance of doing very well”: fixation is unlikely (frequent founder effects) but very fast if it occurs (limited refuge effects). In contrast, slow dynamics are appropriate to geographical events such as the separation of populations due to glacial events followed by postglacial contact (Young et al., 2002) or such as repetitive fragmentation and fusion of islands (or lakes) due to water level variations caused by climatic events (Owen et al., 1990; Delvaux, 1999; Galis and Metz, 1998; Stiasny and Meyer, 1999; Cook, 2008). In that case, fixation of a beneficial allele would be more likely (rare founder effects) but very slow when it occurs (strong refuge effects). On top of specifying characteristic times scales, knowing how the overall population size varies is essential. In Model 2a the overall carrying capacity is constant whereas it fluctuates in Model 2b. Results of these two models are very close when compared to equivalent static landscapes (i.e. the effect of dynamic landscapes is the same for both models), but they can be significantly different when compared to each other.

Our models are based on some strong assumptions. First, we assume that the pure birth (or death) process used after a bottleneck (Model 1) or a fragmentation or a fusion (Models 2a and 2b) is instantaneous. This assumption is justified because this exponential growth phase is very short compared to the timescale of allele frequency change. Nevertheless, we checked that relaxing this assumption does not significantly change our results. We thus have explicitly computed the durations of the exponential growth and decline phases, which appeared indeed to be much shorter than other processes; fixation times were almost unchanged (data not shown).
Second, Models 2a and 2b assume that in state 2, the two demes do not exchange migrants. This may be a strong assumption, we thus relaxed it (data not shown). Migration has only a small effect on fixation probability: with a migration rate of 0.1 per individual, fixation probabilities are only 10% (at the most) higher than without migration (for the range of values we explored, Table 1). In contrast, high migration rates have a significant effect on time to fixation which approaches the time to fixation in a static landscape (Eq. (2)) when migration increases. When the landscape dynamics generate refuges, each migration event indeed breaks refuges, which shortens the time to fixation. Our results are nevertheless still valid in the case of weak migration: for a per capita migration rate less than 0.01, we still observe refuge effects, i.e. the time to fixation is significantly higher than that in a static landscape. Also note that the effect of migration weakly depends on the fragmentation rate $f$ and on the fusion rate $c$.

Finally, Models 2a and 2b assume that the population is divided into at most two demes. Fragmented populations generally consist of many subpopulations (Hanski and Gaggiotti, 2004). In such landscapes, the number of founder events and of refuges would thus be higher; advantageous mutations would thus be less likely to be fixed and fixation, when it occurs, would be more delayed. For the extreme scenario of continually increasing fragmentation of the population, fixation could even never occur because refuges would always exist and each one may fix a different allele. However, highly fragmented populations often consist of small and weakly interconnected demes whose existence is ephemeral: subpopulations go extinct stochastically and habitats are recolonized. Extinctions may then allow fixation since it destroys refuges.

Our models need to be improved to take into account more complex dynamics involving for example more demes, extinction and recolonization of demes, or different local selective pressures which would fix different alleles in different demes. They also need to consider that new mutations may arise before fixation of older mutations. In particular new mutants can appear in refuges and invade them. Taking into account these additional features will allow understanding not only allele fixation probability and time to fixation but also fixation flux, genetic diversity or adaptation rate in populations involved in the geographical and biological processes that dynamic landscapes allow one to model.
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